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Based on Bayesian statistics, characteristic limits such as decision threshold, detection limit and confidence limits can be calculated taking into

account all sources of experimental uncertainties. This approach separates the complete evaluation of a measurement according to the ISO Guide

to the Expression of Uncertainty in Measurement from the determination of the characteristic limits. Using the principle of maximum entropy the

characteristic limits are determined from the complete standard uncertainty of the measurand.

Introduction measurement according to the ISO Guide to the

Expression of Uncertainty in Measurement14 from the

determination of the characteristic limits. The

characteristic limits are then determined from the

complete standard uncertainty of the measurand using

the principle of maximum information entropy.

Characteristic limits such as decision threshold,

detection limit and confidence limits are widely used as

part of quality assurance in nuclear and other analytical

techniques. Since it is a general problem that a

measurand is usually to be determined in the presence of

a background or a blank, three questions are essential:

(1) Is the analytical method used suited to perform the

measurement task? (2) Is there a contribution of the

sample analyzed among the signals measured? (3) Which

range of true values may be reasonably attributed to the

measurand given the measured results?

Uncertainties in measurements

The starting point of any analysis is the definition of

the quantities Yk (k=1,...,n) to be measured. These

measurands* are for instance the concentrations of

elements or activities of radionuclides in a sample. The

measurands are connected to input quantities Xi
(i=1,...,m) which originate from measurement(s) or from

other sources of information by a model of evaluation.

Examples of input quantities are net peak areas from γ-
spectra, efficiency data of a detector, sample masses and

chemical yields. The model of evaluation is a set of

mathematical relationships:

These three questions are answered by determining

the decision threshold, the detection limit, and the

confidence limits, respectively. In the past, approaches

to determine these characteristic limits1�3 were based on

conventional statistics. A number of national and

international standards has been or is being developed

for special applications involving nuclear radiation

measurements; see Reference 4 for a survey. These

standards are, however, handicapped by the fact that they

are dedicated to specialized measurement tasks and that

they can only account for experimental uncertainties

which are due to counting statistics or which can be

determined by repeated measurements. Recently,

however, a new approach based on Bayesian statistics5

has been proposed6 which allows one to take into

account all sources of experimental uncertainties.

Moreover, it allows one to include all a priori knowledge

about the measurement problem and all information

obtained from previous experiments. This approach is

used in the German standard DIN 25482 part 107 and

other upcoming German standards8�10 as well as in the

currently prepared standards ISO 11929 parts 5, 7,

8.11�13 It separates the complete evaluation of a

Y G X X Xk k m= ( , , )1 2 K ; in matrix notation Y = G(X).(1)

Note, that the model functions G must not necessarily

be explicitly available. The model may also be given in

form of a computer code.

Measurement yield estimates xi of the true values ξi
of the input quantities Xi. The estimators xi have the

associated uncertainties u(xi). The evaluation of an

analysis yields estimates yi of the measurands or output

quantities using the xi as estimates of the true values ξi in
Eq. (1) and one obtains

yk = Gk (x1, x2,..., xm); (k = 1,..., n). (2)
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If the input quantities Xi are not correlated, the

combined standard uncertainties u(yk) associated with yk
are calculated by the law of uncertainty propagation as

the positive square root of the combined variance u2(yk):

In Bayesian theory, one uses an Ansatz to establish

the probability distribution f(h |y; w) which separates the

information about the measurand obtained from the

actual experiment from all other information available

about the measurand by
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K (3) f(h |y; w) = f0(h |y; w)

.f(η). (5)

f(h |y; w) is written as a product of two probabilities, the

data prior f0(h |y; w) and the model prior f(h). The data

prior or likelihood f0(h |y; w) is the probability that the

measurand has the true value h if only the measured

values y are given under the boundary conditions y. It

only accounts for the measured values and neglects any

other information about the measurand. The model prior

f(h) represents all information about the measurand

existing before the experiment is performed. Therefore,

it does not depend y or w. If, for instance, an activity of a

radiation source or a concentration of an element is the

measurand a meaningful model prior is that the

measurand is non-negative (h≥0):

If the input quantities Xi are not independent but

correlated the combined standard uncertainty u(yk) has to

be calculated according using covariances (see

Reference 14 for details). If the partial derivatives are

not explicitly available, they can be numerically

sufficiently approximated by using the standard

uncertainty u(xi) as increment of xi:

¶

¶
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x u x
G x x u x x

G x x u x x
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K K
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(4)

The standard uncertainties generally have to be

evaluated according to the ISO Guide14 well in

accordance with guidelines of other international

bodies.16,17 In the ISO Guide, uncertainties are

evaluated either by �statistical methods� (type A) or by

�other means� (type B), i.e., by methods of conventional

statistics or Bayesian statistics. Type A uncertainties can

be evaluated from repeated or counting measurements,

while Type B uncertainties cannot. They are for instance

uncertainties given in certificates of standard reference

materials or of calibration radiation sources which are

used in the evaluation of a measurement. The evident

contradiction in using different types of statistics in the

definitions of the two types of uncertainties was recently

overcome by the establishment of a Bayesian theory of

measurement uncertainty18. In this theory, uncertainties

are consistently determined. They quantitatively express

the actual state of incomplete knowledge of the

quantities involved.

f ( )
( )

( )
h
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h
=
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≥
<

const

0

0

0
(6)

Note, that the actual result of a measurement, for

instance a net count rate, can be negative. But the

experimentalist knows a priori without performing an

experiment that the true value must be non-negative. All

non-negative values of the measurand have the same a

priori probability since there is no other information

about the true value of the measurand before the

measurement has been performed.

The data prior f0(h |y; w) represents the information

obtained about the true value h of the measurand Y from

the actual experiment(s), i.e., from the measured

estimates y. Since the data prior exclusively

considers the experimental information, y=E(h)

and u2(y) =Var(h) hold for the probability distribution

f0(h |y; w)
.E(h) and Var(h) are, respectively, the

expectation and the variance of h.
Bayesian statistics of measurements According to WEISE and WÖGER18 the probability

distribution f(h |y; w) can be determined using the

principle of maximum (information) entropy and

considering both types (A and B) of uncertainties. The

principle of maximum information entropy19 is given by

The basic difference between conventional and

Bayesian statistics lies in the different use of the term

probability. Considering measurements, conventional

statistics describes the probability f(h |y; w), i.e., the

conditional probability of the distribution of estimates y

given the true value h of the measurand Y under the

boundary condition w. Since the true value of a

measurand is principally unknown, it is the basic task of

an experiment to make statements about the probability

distribution of the true value of the measurand. Bayesian

statistics allows the calculation of the function f(h |y; w),

i.e., the probability distribution of the true value h of a

measurand Y given the measured estimate y under the

boundary condition w.

S f y w f y w d= − ⋅ =
 ( | ; ) ln( ( | ; )) max .h h h0 (7)

Equation (7) can be solved by the method of

Lagrangian multipliers and one obtains the result

f y w C f y u y( | ; ) ( ) exp( ( ) / ( )) .h h h= ⋅ ⋅ − − ⋅2 22 (8)
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The distribution f(h |y; w) is a product of the model

prior and a Gaussian N(y,u(y)). Note, that the Gaussian

in Eq. (8) is not an approximation as in conventional

statistics or a distribution of measured values from

repeated or counting measurements. It is simply the

result of maximizing the information entropy.

radionuclide in a sample. The true value h is zero if the

element or the radionuclide is not present. Let y be the

estimate of the true value h of the measurand Y with the

associated standard uncertainty u(y). The decision

threshold and the detection limit are defined6 on the

basis of statistical test testing the null hypothesis

H0:h=0 against the alternative hypothesis H1:h>0.If the true value h of a measurand Y is estimated by a

mean value y
�

of measured values yi from repeated

measurements, one obtains

A decision quantity Y has to be attributed to the

measurand which being a random variable is likewise an

estimator of the measurand. It is postulated that the

expectation E(Y) of the decision quantity Y is equal to

the true value of the measurand. A value y of the

estimator Y derived from measurements is an estimate of

the measurand. As a result of the measurement, y and its

standard uncertainty u(y) are derived according to the

ISO Guide14 as a complete results of the measurement. y

and u(y) have to be derived by evaluation of measured

quantities and of other information by way of a

mathematical model which takes into account all

relevant quantities. Generally, it will not be explicitly

made use of the fact that the measurand is non-negative.

Therefore, y may become negative, in particular, if the

true value of the measurand is close to zero.

f y w C f y u y( | ; ) ( ) exp( ( ) / ( )) .h h h= ⋅ ⋅ − − ⋅2 22 (9)

The model prior has to be assumed constant if there

is no a priori knowledge about the measurand. In this

case, one obtains for a given estimate y with its

associated standard uncertainty u(y) a Gaussian,

N(y,u(y)), as the probability distribution f(h |y; w). For a

non-negative measurand with a model prior according to

equation 6 one obtains for f(h |y; w) a truncated

Gaussian.

Bayesian theory also allows the calculation of the

probability distribution f(h |y; w) of the estimate given

the true value h of the measurand Y. Using Bayes

Theorem one obtains

For the determination of the decision threshold and

the detection limit, the standard uncertainty of the

decision quantity has to be calculated if possible as a

function u
~
(h) of the true value h of the measurand. In the

case that this is not possible, approximate solutions are

described below. h is the value of another, non-negative

estimator ĥ of the measurand. The limits of the

confidence interval to be determined refer to this

estimator. The expectation E(ĥ) of this estimator is a

best estimate z of the measurand and the standard

deviation (Var(ĥ))1/2 is the standard uncertainty u(z) of

the best estimate z of the measurand.

f y w f f y w f y w( | ; ) ( ) ( | ; ) ( ; ) .h h h⋅ = ⋅ (10)

Since f(y;w), i.e., the probability for observing a

measurement result y given the boundary condition w,

and f(h), i.e., the probability for a true value h under

boundary condition w, both are constant, one obtains for

f(h |y; w) from equation 10 by approximating u(y) by a

function u
~
(h):

f y w C y u( | ; ) exp( ( ) / % ( )) ( ).h h h h= ⋅ − − ⋅ ≥2 22 0 (11)

u
~
(h) is the standard uncertainty of the measurand Y

as function of its true value h.u
~2(h) can be estimated by

u2(y). The probability distribution f(h |y; w) is a

Gaussian for a given true value η of the measurand with

the standard uncertainty u
~
(h). Note, that the true value h

of the measurand Y is now a parameter in Eq. 11 and that

the variance u2(y) of the probability distribution

f(h |y; w) is equal to the variance u
~2(h) of the probability

distribution f(h |y; w):

Then, the decision threshold y* (Fig. 1a) is a

characteristic limit which when exceeded by a result y of

a measurement one decides that the element or

radionuclide is present in the sample. If y≤y* the null

hypothesis, H0:h=0, cannot be rejected and one decides

that the element or radionuclide is not found in this

sample. If this decision rule is observed, a wrong

acceptance of the alternative hypothesis, H1:h>0, occurs

with the probability a which is the probability of the

error of the first kind of the statistical test used. The

decision threshold is given by

u2(y) = u
~2(η) (12)

Characteristic limits
y* = k1�α

.u
~
(0) (13)

with k1�α being the (1�a)-quantile of the standardized

normal distribution. u
~
(0) is the uncertainty associated

with the measurand if its true value equals zero. If the

approximation u
~
(h=0) = u(y) is sufficient, one gets

y*= k1�α.u(y).

Without a detailed mathematical foundation of

Bayesian characteristic limits, which may be found

elsewhere,6 we can now define the characteristic limits

for a non-negative measurand Y which is, for instance, a

concentration of an element or an activity of a
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Fig. 1. Illustration of (a) the decision threshold y* and the detection limit h* and (b) of the confidence limits ηl and ηu and

of the best estimate z of the true value h of a non-negative measurand Y

The detection limit h* (Fig. 1a) is the smallest true

value of the measurand detectable with the measuring

method. It is sufficiently larger than the decision

threshold that the probability of an error of second kind

is equal to b. The detection limit is given by

obtained from independent measurements. In this case of

y= x1�x0 one gets u
~2(h) = u2(x1)+u

2(x0) with the

standard uncertainties u(x1) and u(x0) of x1 and x0,

respectively. From this, one obtains u
~2(0) = 2.u2(x0).

If only u
~
(0) and u(y) are known, the approximation

by linear interpolation according to Eq. (15) is often

sufficient for y>0:
η* = y*+k1�β

.u
~
(η*) (14)

u
~2(η) = u~(0).(1�η/y)+u2(y).η/y (15)

with k1�β being (1�b)-quantile of the standardized

normal distribution. u
~
(h*) is the uncertainty associated

with the measurand if its true value equals the detection

limit h*.

In many practical cases u
~2(h) is a slowly increasing

linear function of h. This justifies the approximations

above, in particular, the linear interpolation of u
~2(h)

instead of u
~
(h), itself.

Equation (14) is an implicit one. The detection limit

can be calculated from it by iteration using for example

the starting approximation h*= 2.y*. With the interpolation formula according to Eq. (15)

one gets the approximationFor the numerical calculation of the decision

threshold and the detection limit the function u
~
(h) is

needed which gives the standard uncertainty of the

decision quantity as function of the (true) value h of the

measurand. This function generally has to be determined

in the course of the evaluation of the measurement

according to the ISO Guide.14 Often this function is only

slowly increasing. Therefore it is justified in many cases

to use the approximation u
~
(h) = u(y). If the

approximation u
~
(h) = u(y) is sufficient for all true values

h, then h*= (k1�α+k1�β)
.u(y) is valid.

h b a* ( ) % ( )= + + − ⋅− −a a k k u2
1
2

1
2 2 0 (16)

with

a k u k y u y u= ⋅ + ⋅ −− −1 1
2 2 20

1

2
0a b

%( ) / ( ) % ( )� � 
 �

For a=b one receives h*= 2.a.

The confidence interval (Fig. 1b) includes for a result

y of a measurement which exceeds the decision threshold

y* the true value of the measurand with a probability

1�γ. It is enclosed by the lower and upper limit of the

confidence interval, respectively hl and hu, according to

This applies in particular if the primary estimate y of

the measurand is not much larger than its standard

uncertainty u(y). Frequently, the value of y is calculated

as the difference (net effect) of two quantities of

approximately equal size with x1 being the gross effect

and x0 being the background or blank effect, both

ηl = y�kp
.u(y) with p = ω.(1�γ/2) (17)

ηu = y�kq
.u(y) with q = 1�ω.γ/2 (18)
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The parameter ω is given by from the expectation of the probability distribution

f(ĥ |y; w) according to Eq. (8). With

w
p

= − =
−∞

1

2
22exp( / ) ( / ( ))

/ ( )

z dz y u y

y u y

F (19)

E
f y w d

f y w d
( $)

$ ( $| ; ) $

( $| ; ) $
h

h h h

h h
=

⋅


Values of the function Φ(t), which is the distribution

function of the standardized normal distribution, as well

as the quantiles kp of the standardized normal

distribution are tabulated.20

and using w from Eq. (19) the best estimate z is

calculated by

z E y
u y y u y= = + ⋅ − ⋅

⋅
( $)

( ) exp( / ( ( )))
h

w p

2 22

2
(21)

The confidence limits are not symmetrical around the

expectation E(ĥ). The probabilities of ĥ<ηl and ĥ>hu,

however, both are equal to γ/2 and the relationship

0<hl<hu is valid. If y and u(y) are of similar size this

asymmetry of the confidence interval is clearly visible.

But, for y>>u(y) the well known formula

with its standard uncertainty u(z)

u z u y z y z( ) $) ( ) ( ) .= = − − ⋅Var(h 2 (22)

hl,u = y±k1�γ/2
.u(y) (20)

The following relationships z>y and z>0 as well as

u(z)<u(y) are valid. For y>>u(y) the approximations z= y

and u(z)=u(y) hold. See Fig. 1b for an illustration of the

confidence interval and the best estimate of the

measurand.

is valid as an approximation. Equation (20) is applicable

if y>≈2.k1�γ/2
.u(y).

Numerical example: Analysis of 129I via RNAA
Assessment of an analytical technique

Thus, having performed a measurement and an

evaluation of the measurement according to the ISO

Guide,14 the performance of the analytical technique can

be assessed and the three questions asked in the

introduction can be answered in the following way:

As a numerical example, the determination of the

characteristic limits is described for the determination of

129I in an Ukrainian soil sample. For details of the

scientific background and the techniques of 129I analyses

in environmental samples see Ref.21,22 In environmental

samples the long-lived radionuclide:
(1) A measured result has to be compared with the

decision threshold calculated by means of equation 20. If

a result of the measurement y is larger than the decision

threshold y* one decides that a non-zero effect

quantified by the measurand is observed and that the

element or activity is present in the sample.

129
1 2 15 7I( Ma) Xe129T / .=  →

−b

can be analyzed via radiochemical neutron activation

analysis (RNAA) or accelerator mass spectrometry

(AMS). If RNAA is applied the nuclear reaction(2) To check whether a measuring method is

suitable for the measurement of measurand, the

calculated detection limit has to be compared with a

specified guideline value, e.g., specified requirements on

the sensitivity of the measuring procedure from

scientific, legal or other reasons. The detection limit has

to be calculated by means of Eq. (14). If the detection

limit thus determined is smaller than the guideline value,

the measuring procedure is suitable for the measurement,

otherwise it is not.

129 130
1 2 12 36

536

I(n, ) I( h) Xe

keV

130g
b

g

T

E

/ .=  →

=

−

is used for the determination of 129I and the

measurements are performed by γ-spectrometry. Since
there is pre- and post-irradiation chemistry the chemical

yield ε is measured via the radioactive tracer 125I

(Eγ=35 keV). ε and its associated standard uncertainty

u(ε) are individually determined for each analysis. In this
example ε=0.72 and u(ε) = 0.02 were obtained.

(3) The confidence interval defined by the lower

and upper confidence limits according to equations 17

and 18 includes, for a result y of a measurement which

exceeds the decision threshold y*, the true value of the

measurand with a probability 1�γ.

As information from previous experiments performed

by AMS it is known that in each analysis an 129I activity

Ab=3.5 µBq is brought into the analysis as a blank from

chemicals used. It has an associated standard uncertainty

u(Ab) = 0.5 µBq.
If a non-zero effect is observed, i.e., y>y*, a best

estimate z of the measurand (Fig. 1b) can be calculated
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We use here a somewhat simplified model of the

evaluation in order to keep equations short:

NPp � net peak area of the 536 keV γ-line of 130I
in the sample,

Ab � 129I activity of the chemistry blank in Bq,

BGp � background below the 536 keV γ-line of

130I in the sample.

A
m

A NP

NP
Ap

p

s p

s
b=

⋅
⋅

⋅
−

�
��

�
��

1

e
(23)

Simplifications made are to assume that the same

chemical yields of sample and standard are identical and

that the net peak areas of the standard and samples are

already decay-corrected to identical counting and decay

times.

with

Ap � 129I activity per unit mass in the sample in

Bq/kg,

mp � sample mass in kg,

ε � chemical yield,

As � 129I activity of the standard in Bq,

NPs � net peak area of the 536 keV γ-line of 130I
in the standard,

The combined standard uncertainty u(Ap) associated

with Ap is calculated by:

u A
m

u m

m

u A NP

NP
A u A

NP

NP

u NP

NP

A NP

NP
u NP

A

NP
u A

p
p

p

p

s p

s
b s

p

s

s

s

s p

s
p

s

s
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2

2

2

2

2

2
2

2

2

2
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�
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��

�

�
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�

ε

ε
ε

(24)

For a true value αp of Ap one expects NPp=0 and hence u
2(NPp=0) = 2

.BGp. Thus, one calculates

% ( )
( ) ( )

( ) ( )

( ) ( )
( )

u
m

u m

m

u
A u NP

A

NP
u A

m

u m

m

u
A BG

A
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u A

p
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b p
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2 2
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ε

ε
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ε

(25)

Table 1. Data for the example of an analysis of 129I in an Ukrainian soil sample

Quantity Value Standard uncertainty Unit Type of uncertainty

mp 0.0400 0.0004 kg A

ε 0.72 0.02 � A

Ab 3.5.10�6 0.5.10�6 Bq B

As 0.111 0.003 Bq A

NPs 90738 NP BG
s s

+ ⋅ =2 334 � A

NPp 254 NP BG
p p

+ ⋅ =2 59 9. � A

BGp 3080 55.5 � A

142



R. MICHEL: QUALITYASSURANCEOFNUCLEARANALYTICALTECHNIQUES

The probabilities 1�α =1�β=0.05 and γ=0.95 were

chosen. This yields k1�α = k1�β=1.645 and k1�γ/2=1.96.
With the data of Table 1 for the actual analysis one

calculates:*

a

a a

gl u p p

l u

A k u A, / ( )

( . . . )

. .

= ± ⋅ =

= ± ⋅

= =

−1 2

10 776 1 96 2 58

5 8 15 8

mBq / kg

mBq / kg; mBq / kg

(33)

u
~2(0) = 3.055.10�6 Bq2/kg2 (26) The calculation of a best estimate z is not needed

here because of Ap/u(Ap) = 4.177.and obtains the decision threshold

ConclusionsAp*=k1�α
.u
~
(0)=1.645.1.748 Bq/kg=2.875 mBq/kg. (27)

The activity per sample mass of the soil sample from

Ukraine is calculated to be Standardized procedures for the calculation of

uncertainties and of characteristic limits are an essential

part of quality assurance in nuclear and other analytical

techniques. Strict adherence to the ISO Guide14 provides

standard uncertainties which take into account all

sources of uncertainties in measurements. Based on such

standard uncertainties characteristic limits can be

consistently calculated using a Bayesian statistical

approach. Upcoming parts of DIN 254827�10 and of ISO

1192911�13 will make use of a Bayesian theory of

uncertainty for the standardized determination of

characteristic limits in nuclear analytical techniques.

Ap =
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0 04 0 72
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90738
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(28)

with the associated standard uncertainty

u(Ap) = 2.581 mBq/kg. (29)

Since the measured value exceeds the decision

threshold a 129I activity of the sample was observed. The

complete results of the measurement is:

Ap=10.8 mBq/kg, u(Ap) = 2.6 mBq/kg.

*

The interpolation formula of equation 15 yields The author is grateful to K. WEISE for introducing him to a

Bayesian view at the evaluation of measurements and for many helpful

discussions.% ( ) . /

.

. /

.

. / .
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